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Contributions

- Generation of Distributed Code from Sequential Code
- Simple Step by Step Transformations
- Elimination of Useless Communications
- Optimisation of Communications
- Optimisation of Local Memory
- Semantically Equivalent Program

Results

Speed up sequential 2 procs 4 procs 8 procs