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Abstract

Parallel tasks generated by automatic parallelizers do not take advantage of supercomputer memory hierarchies. This paper presents algorithms to transform a parallel task into an equivalent one that uses data with fast access memory. This new task moves the used data from shared to local memory, performs computations with copies in local memory, and writes back modified data.

Array elements are often used in parallel tasks. Our goal is to generate codes automatically in order to move array elements that are accessed in a set of loops during an execution of the task. This set of array elements is characterized by a set of integer points in \( \mathbb{Z}^d \) that is not necessarily a convex polyhedron. Thus, algorithms previously known often generate codes that have complex loop bounds and/or that may induce multiple copies of the same element.

In the case of data transfers from global memory to local memory, it is possible to copy a superset of accessed elements, for instance its convex hull. A trade-off has to be made between local memory space, transfer volume and loop bound complexity (i.e. control overhead).

To copy data back from local memory to global memory is more difficult because global memory consistency must be preserved. Each processor should only copy its own results, to avoid errors and, secondarily, to decrease global memory traffic.

The input of our main algorithm is an integer convex polyhedron defining the computation space and an affine function representing the index expressions. Its output is a set of nested loops containing data transfer codes and computation codes with local array references. Each element is copied only once. Loop bound expressions use integer divisions to generate non-convex sets.

For most practical programs, this algorithm provides optimal code in number of data movements and control overhead.

Introduction

The performance of shared memory multiprocessors is often limited by shared memory access time. Introduction of local and cache memories allows for the reduction of memory access time, but creates two problems:

- management of data transfers between memory levels,
- maintenance of coherency in the shared memory.

Many methods [CeFe78], [BrDu83], [OwAg88], [ChVe89], [Karl89] have been developed to resolve these difficulties for cache memories, managed by the system. On the other hand, few methods [GJGa88], [GJGa88b] have been proposed for the management of local memories, which must be done by programmers.

Programs produced by automatic parallelizers do not generally take advantage of local memories. The
The initial task:

DO  A=1,4*P
DO  B=1,N
DO  C=1,M
DO  D=1,L
     TA(2*B+D,C+D,A) = TB(B+D,C+D,A)
ENDDO
ENDDO
ENDDO

The parallel task:

DOALL IT=0,3
DO  A=1+IT*P,(IT+1)*P
DO  B=1,N
DO  C=1,M
DO  D=1,L
     TA(2*B+D,C+D,A)=TB(B+D,C+D,A)
     Ref.1 Ref.2
ENDDO
ENDDO
ENDDO
ENDDO

The parallelizer detects that first loop A can be executed in parallel on a 4-processor. The sub-program that we want to generate is in figure 1.

TA and TB are arrays accessed in shared memory. TLA and TLB are arrays needed to store data in local memories. The first part of the generated code contains declarations of local array dimensions. All computations will be executed in local memory and will only reference these local arrays. The second part is the code for transferring data used by the task from shared memory to local memories; TB array elements are written in local array TLB. The third part is the computation code; references to arrays TA and TB have been transformed in local array references TLA and TLB. The last part is the code for transferring the computed results from local memory to shared memory. TLA array elements are written back to shared memory in array TA. Loop bounds contain integer divisions, introduced by our algorithms, to translate the non-convexity of the set of referenced elements. These elements are represented in figure 2.

1 Example

In the first step, the parallel task is assumed to contain only assignment statements (no CALL or IO statements). Loop bounds and subscript expressions are assumed to be linear expressions.

The following example is designed to demonstrate problems that may arise:
TASK Paral-T(IT,P)

GLOBAL REAL TA(3:2*N+L,2:M+L,1+IT*P:(IT+1)*P)
GLOBAL REAL TB(2:N+L,2:M+L,1+IT*P:(IT+1)*P)

LOCAL REAL TLA(3:2*N+L,2:M+L,1+IT*P:(IT+1)*P)
LOCAL REAL TLB(2:N+L,2:M+L,1+IT*P:(IT+1)*P)

C Copy from shared memory into local memory (Ref.2)
C
DO I=1+IT*P,(IT+1)*P
  DO J=2,N+L
    DO K=MAX(2,J-M+1),MIN(L+M,J-1+N)
      TLB(K,J,I) ← TB(K,J,I)
    ENDDO
  ENDDO
ENDDO
ENDDO
ENDDO
ENDDO

C Computation Code
C
DO A=1+IT*P,(IT+1)*P
  DO B=1,N
    DO C=1,M
      DO D=1,L
        TLA(2*B+D,C+D,A) = TLB(B+D,C+D,A)
      ENDDO
    ENDDO
  ENDDO
ENDDO
ENDDO
ENDDO
ENDDO

C Copy from local memory back to shared memory (Ref.1)
C
DO I=1+IT*P,(IT+1)*P
  DO J=1-2*M,N-2
    DO K=MAX(3,1+2*((J-1)/2)),MIN(L+2*M,L+2*((N-J)/2))
      TA(K,J+K,I) ← TLA(K,J+K,I)
    ENDDO
  ENDDO
ENDDO
ENDDO

RETURN
END

Figure 1: Example 1
Figure 2: The set of modified data
2 Notations

Let us consider the computation code of the previous program. It contains four loops on A, B, C and D which define an 4-Dimension iteration space I. Each loop body iteration can be specified by an iteration vector r such that $r^T = (A,B,C,D)$. Linear bounds are assumed to remain in the linear algebra framework and the iteration set is a polyhedron defined by a matrix $\alpha$ and a symbolic vector $\beta$ whose coordinates are linear expressions built on numerical values, symbolic constants and variables constant over the loop: $\alpha r \leq \beta$.

In this figure, the iteration set is defined by:

$$
\alpha = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

and

$$
\beta = \begin{pmatrix}
-1 - IT * P \\
(1 + IT) * P \\
-1 \\
N \\
-1 \\
M \\
-1 \\
L
\end{pmatrix}
$$

such that

$$
\begin{pmatrix}
-1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
A \\
B \\
C \\
D
\end{pmatrix}
\leq
\begin{pmatrix}
-1 - IT * P \\
(1 + IT) * P \\
-1 \\
N \\
-1 \\
M \\
-1 \\
L
\end{pmatrix}
$$

This iteration set is formally defined by a system of linear inequalities $S$, also called constraints, which are built from a row of $\alpha$ and a coefficient of $\beta$.

The floor operator $\lfloor S \rfloor$ will denote the subset of integer points contained in the system of inequalities $S$.

3 Steps in the transformation phase

This section describes different steps in the transformation phase. It demonstrates:

- how to compute the dimensions of local arrays,
- how to characterize the set of used and modified data in parallel tasks,
- a solution to transfer efficiently the set of used data from shared memory into local memories,
- a solution to copy efficiently the set of modified data back from local memory into shared memory.

All these phases must take into consideration the two main objects: maintenance of memory coherency and minimization of transfer costs.

3.1 Local arrays dimensions

The number of referenced array elements in a parallel task is often less than the number of elements in the whole array. Allocation of local array memory must correspond to this subset. In a Fortran context, dimensions of local arrays must be linear expressions of integers and constants. To generate them, lower and upper bounds of values that are referenced by array elements in the parallel task must be precisely computed. Because symbolic constants may occur in bound expressions of the iteration space, classical algorithms of integer programming cannot always be used. Thus, the algorithm of parametric integer programming proposed in [Pean88b] will be used.

3.2 Affine image

Characterization of used and modified data is problematic when arrays are referenced. As a matter of fact, it is the set of all referenced array elements in a set of loops contained in a parallel task that must be characterized. This set correspond to a set of integer points. It is the major cause of problems.

The characterization of a set of loops [Irig88] that cover the elements of a polyhedron is simpler than for a set of loops that examine the elements of any set of integer points. Thus, our goal is to try to describe the set of referenced elements by a set of polyhedra in order to generate transfer code easily.

However, two principal problems arise: the set of referenced array elements is neither necessarily a convex set nor a whole polyhedron.
3.2.1 Non-convex set

The set of referenced array elements is the affine image of the iteration space by the access function \( T \). We also call this set the image domain.

Example 2 shows that this set is not necessarily a convex polyhedron. Indeed, the image of a set of integer points (the iteration space) by an affine function do not referenced necessarily a convex set. Sometimes, the domain borders are non convex.

To solve this problem, section 4 describes how it is possible to introduce integer divisions in loop bound expressions in order to translate the non convexity of the image domain borders into a set of loops scanning it.

3.2.2 Hole polyhedron

The following example presents a set of referenced array elements, represented by \( * \) on the figure, which references an hole polyhedron.

\[
\begin{align*}
  & \text{DO } i = 1, 3 \\
  & \text{DO } j = 1, 3 \\
  & \text{DO } k = 1, 3 \\
  & \quad T(2i + 2k, i + j + k) = \ldots
\end{align*}
\]

Here, the new basis \( \begin{pmatrix} 2I + 2K & 0 \\ 0 & I + J + K \end{pmatrix} \) will be used to express the referenced array elements, thereby reducing the new iteration space (in this new basis) to a whole polyhedron. This new basis can be found by computing the Hermite reduced form [NeWo88] associated with the access function \( T \).

3.3 Copy in

For transfers from shared memory to local memories, it is not necessary to copy the set of exactly modified data. We can copy a larger set because these data will be used only by local parallel tasks. Thus, no conflicts between different sets of local copies can arise.

3.4 Copy back

For transfers from local memory to shared memory, it is not correct to copy back one element that has not been modified by the local task. In fact, this data might have been modified by another task, and the two different values of one data cannot reside in a coherent shared memory. Thus, copy back code of exact modified data must be generated.

When the image domain is not a convex set, integer divisions will be inserted in bound expressions of loops of transfer code in order to translate the non convexity of the affine domain borders, in all cases where it is possible.
4 Computation of Image polyhedra

The set of referenced array elements is the affine image of the iteration set by the access function $T$. The first step of image domain computation is to find one basis f'able to scan it. Hermite reduced form associated to the access function $T$ permits us to find one of these bases [NeWo88].

The image polyhedron $S$ is then computed from the index set $I$ by a change of basis from index basis $i$ to image basis $f$. If the dimension $d$ of the affine image is less than the dimension $n$ of the iteration space then only $d$ loops are necessary to scan the image polyhedron. Thus, $n-\textbf{d}$ variables can be eliminated from the image polyhedron constraints defined by the system $S$.

One method of eliminating the $n-d$ useless variables (i.e. to compute the projection of the image polyhedron on the first $d$ basis vectors; also called basis variables) follows. The key is to eliminate non array basis variables from the constraints without introducing new array elements.

4.1 Exact integer projection

4.1.1 Legal Integer Pairwise Elimination

Great care must be taken not to modify the set of affine image integer points when one non basis variable from $\textbf{1}$ equals to the rank of the Hermite form associated to the access function $T$

the image polyhedra is eliminated. To preserve these image points, integer divisions must be introduced.

\[
E_j = \alpha_j + \sum_{i=1, i \neq k}^n a_{ji} i_i
\]

be an integer linear expression, $R$ a set of constraints, $a_{ji}$ and $\alpha_j$ integers, $a_{pk}$ and $a_{ph}$ positives integers and $i_k$ a variable.

**Theorem 1**

Let $S = \left\{ \begin{array}{l}
E_p + a_{pk} i_k \leq 0 \\
E_q - a_{ph} i_k \leq 0 \\
R
\end{array} \right.$ (C1)

and $S'_{ik} = \left\{ \begin{array}{l}
E_p + a_{ph} - 1 \leq -E_k \\
R
\end{array} \right.$ (C12)

where $S'_{ik}$ is derived from $S$ using integer divisions\(^2\) to eliminate $i_k$. Then:

\[
\text{proj}([S], i_k) = \text{proj}([S'_{ik}], i_k)
\]

This system $S'_{ik}$ does not necessarily define a polyhedron since integer divisions may introduce holes in a convex polyhedron. Therefore, this elimination operation is not an internal operation. We present some conditions that allow variable elimination by simple pairwise elimination [Pour24] without modifying the projection. They will be used to eliminate as many variables as possible while preserving the projection and the system linearity. These conditions follow:

**Theorem 2**

Let $S = \left\{ \begin{array}{l}
E_p + a_{pk} i_k \leq 0 \\
E_q - a_{ph} i_k \leq 0 \\
R
\end{array} \right.$

and $S' = \left\{ \begin{array}{l}
a_{ph} E_q \leq -a_{ph} E_p \\
R
\end{array} \right.$

where $S'$ is obtained from $S$ using the pair-wise elimination method and $R$ is any system.

\[
a_{ph} = 1 \lor a_{ph} = 1 \implies \text{proj}([S], i_k) = \text{proj}([S'], i_k)
\]

\(^2\)Different definitions exist for non-positive integers. Here the remainder is always assumed to be positive.
4.2 Computation of Image Polyhedra Constraints

The image polyhedron $S$ is computed from the index set $I$ by a change of basis from index basis $\bar{I}$ to image basis $I$. If the dimension $d^4$ of the affine image is less than the dimension $n$ of the iteration space then only $d$ variables (called basis variables) are necessary to express the constraints defining the image polyhedron. Thus, $n - d$ variables (called non-basis variables) can be eliminated from the image polyhedron constraints defined by the system $S$.

The first step of the algorithm consists in projecting as many useless variables (non-basis variables) as possible using the pair-wise elimination method for constraints satisfying the conditions of theorem 2 and 3.

The second step is to eliminate redundant constraints. All redundant constraints on useless variables can be eliminated if the variable does not appear in a constraint of superior level. Two constraints on useful variables must be conserved.

Finally, integer divisions are introduced in constraint expressions. All remaining useless variables are eliminated from $S$ by combination of constraints pairs and introduction of integer divisions, if the variable does not appear in a constraint of superior level.

The system obtained may still contain useless variables. In this case, constraints on these useless variables also appear in the set of loops scanning the image polyhedra. As with integer divisions, occurrence of these variables in constraints express the non convexity of the affine image.

This algorithm is described in figure 3.

4.3 Generation of the loops scanning the image domain

Let $SI$ be the set of constraints computed by the previous algorithm for the image polyhedra. Let $SI_1$ be the subset of $SI$ made of the inequalities with no integer divisions, and $SI_2$ its complement wrt. $SI$.

The method proposed in [Iri88] is used to generate automatically the set of $d$ $^5$ loops scanning the elements of the polyhedron $S_1$. The $d$ different steps follow:

- the bounds of the most internal loop in the final generated code are computed. The whole system $S_1$ gives these bounds in function of other loop variables.

For example:

$$\begin{align*}
-t_1 + t_2 & \leq -1 \\
t_1 - t_2 & \leq 10 \\
-t_2 & \leq -1 \\
t_2 & \leq 10
\end{align*}$$

- the bounds of the $(d - 1)$-th loop are computed next. The system $S_1$ is projected onto variables $t_3, t_4, ..., t_d$ and $t_2$ is expressed in function of the $d - 2$ first loop variables,
- afterwards, the bounds of the $(d - i)$-th loop ($2 \leq i \leq d - 2)$ are computed. The system $S_1$ is projected on variables $t_{i+1}, t_{i+2}, ..., t_d$ and $t_{i+1}$ is expressed in function of the $d - i - 1$ first loop variables,
- finally, the successive projections of the first $d - 1$ loop variables allow the computation of the numerical loop bounds of the most external loop.

At each step of the algorithm, redundant constraints are eliminated using specific rules.

To generate the nested loops set defining the image polyhedra, the previously described algorithm is applied to $SI_1$. Inequalities of $SI_2$ are added as loops bounds or used in a guard if a variable of higher level in the inequality appears on two sides of the inequality.

5 Code Generation for Distributed Memory Multiprocessors

Management of distributed memories is more complex than that of shared memory multiprocessors because data partitioning in local memories must be taken into account. A lot of methods [CaKe88], [GJGa88], [RoPi89], [Tsen89], [APTh90], [Gern90], [KoMe90] assume that this data partitioning is given by the programmer and is "simple". It must be easily exploited by methods that generate data transfers and assign execution of a set of instructions to a processor. Thus, data partitioning often results in a set of polyhedra.

When data partitioning is done, the set of instructions to be executed on each processor must be evaluated. Many methods [CaKe88], [RoPi89], [APTh90], [Gern90] have chosen to execute on a processor the set of instructions that correspond to a write operation of a
EXACT-PROJECTION:

1. For each non-basis variable \( i_k \) \((d+1 \leq k \leq n)\) of \( S \) do:
   
   a. Divide \( S \) into two sets: set \( S_{ih} \) of inequalities containing \( i_k \), and set \( R \) of other inequalities.
   
   b. Let \( S_{j/k} \) be \( R \).
   
   c. Let \( \text{POS} \) be the set of inequalities \( \{E_p + a_{pk}i_k \leq 0\} \) of \( S_{ih} \) where \( a_{pk} \) is a positive integer and \( \text{NEG} \) the set of inequalities \( \{E_q - a_{qk}i_k \leq 0\} \) where it is negative.
   
   For each pair of inequalities \( (\text{pos} \in \text{POS}, \text{neg} \in \text{NEG}) \) do:
   
   - for each pair of inequalities such that \( a_{pk} = 1 \) or \( a_{qk} = 1 \) do:
     
     \[ S_{jh} = S_{jh} \cup \{a_{pk}E_q \leq -a_{qk}E_p\} \]
   
   - for each pair of inequalities such that \( (a_{pk}E_q + a_{qk}E_p - a_{pk} \leq -a_{qk}E_p \text{ is redundant in } R) \), do nothing.
   
   - for each pair of inequalities such that \( a_{pk} > 1 \) and \( a_{qk} > 1 \) and \( (a_{pk}E_q + a_{qk}E_p - a_{pk} \leq -a_{qk}E_p \text{ is not redundant}) \) do:
     
     \[ S_{jh} = S_{jh} \cup \{a_{pk}E_q \leq -a_{qk}E_p\} \cup \{\text{pos, neg}\} \]

   d. Let \( S = S_{jh} \)

2. Associate with each constraint \( C_j \) the rank \( R_j = \max\{i \mid a_{ji} \neq 0\} \).

3. Eliminate redundant inequalities of \( S \) using the following rules:
   
   a. First, eliminate redundant inequalities associated with the largest rank \( R_i \).
   
   b. Keep at least two constraints associated with a basis variable \( i_l \) \((1 \leq l \leq d)\): one constraint where the \( i_l \) coefficient is positive, and one other where it is negative.
   
   c. Eliminate all redundant constraints \( C_r \) associated with a rank \( R_r \), if \((VC_i \in S, R_s > R, \text{ then } a_{sr} = 0)\)

4. Eliminate non-basis variables \( i_k \) \((d+1 \leq k \leq n)\) of constraints by introducing integer divisions:
   
   a. For each pair of inequalities \( \{E_p + a_{pk}i_k \leq 0, E_q - a_{qk}i_k \leq 0\} \) \((VC_i \in S, R_s > k \text{ then } a_{ ik} = 0)\) do:
     
     - Eliminate \( i_k \) by introducing integer divisions
     
     - Associate with the new constraint \( C_i \):
       
       - the rank \( R_t = \max\{i \mid a_{ij} \neq 0\} \) if \( i_t \) appears only on one side of the inequality.
       
       - no number otherwise

Figure 3: Algorithm to compute the exact image polyhedra
The data transfer codes generated by our algorithms are practically always optimal, i.e. each data that must be transferred is copied only once. More precisely the number of transfers is minimal when the data set that must be transferred is a convex set or the union of data sets referenced by functions with uniform dependences.

The use of polyhedra to characterize all domains (iteration and image) that we need to manipulate permits us to decrease some initial application hypotheses (linear test statements can be translated in the form of linear constraints) and to extend simply our first results, described in this paper, to the case where there are several references to the same array.

Parallelisation methods of tasks for distributed memory multiprocessors also need to compute data sets: the set of used data and the set of iterations that must be executed on one processor. When data partitioning in local memories is a union of polyhedra, our algorithms can be used to evaluate them. In many cases, the generated codes allow for the scanning of data sets without guards or masks (integer divisions are sufficient). Thereby they decrease the control overhead at task execution time, especially for non-convex data sets.
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